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a b s t r a c t 

The gravitational liquid-liquid two-phase flow was numerically investigated by using lat- 

tice Boltzmann method (LBM). The method was implemented for analyzing a model of 

Rayleigh-Taylor Instability (RTI). The feasibility of this present numerical approach was in- 

vestigated by performing convergence test, and validating the obtained results with those 

obtained from experiments as well as other preceding numerical methods. Qualitative 

and quantitative comparisons were examined, whereby good agreements are noted for all 

cases. Parametric studies were also conducted by varying both of Reynolds and Atwood 

numbers to investigate the effects of viscosity and density ratio on the behavior of flu- 

ids interaction. Based on the obtained outcomes of this numerical approach, the present 

LBM was able to successfully simulate the complete phenomena during RTI, i.e.: the linear 

growth, secondary instability, bubble rising and coalescence, and liquid break-up, includ- 

ing turbulent mixing conditions as well as the equilibrium state. The finding obtained from 

this work might be beneficial in the investigation of parametric behavior in design of pro- 

cesses equipment such as for separator design. 

© 2021 Elsevier Inc. All rights reserved. 

 

 

1. Introduction 

The liquid-liquid two-phase flow is often encountered in many applications within petroleum industries [1–3] , e.g.: oil- 

water separation process [ 4 , 5 ]. The gravitational liquid-liquid two-phase flow has been becoming the object of multiphase

studies and is related to the demand of oil process operation [6–8] . Flow instabilities were frequently found in the liquid-
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Fig. 1. The growth of RTI phenomena: (a) first stage, (b) second stage, (c) third stage, and (d) fourth stage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

liquid two-phase flow [2] , for instance, fluid mixing and separation in gravity separator devices [8] . The operation of gravity

separator plays an important role for separating fluid phases before transporting into facilities [9] . In the design development

of fluid separation equipment, cost reduction becomes one of major concerns. This can be achieved by minimizing the space 

and weight of equipment, as well as accelerating the separation process [3] . Several complexities are particularly found in

the design of separator, such as the consideration of residence and surge times which relates to fluid’s equilibrium state 

and its performance [ 7 , 10 ], whereas those parameters are influenced by physical properties such as viscosity and density

[ 10 , 11 ] and the rate of achieving the equilibrium state is presented as the instability rate [12–14] . Hence, it is important to

improve the understanding of instability behavior of fluid interaction in the design consideration of separator. 

The gravity separator involves a phenomenon whereby the denser fluid flows downward through the lighter fluid due 

to the body force of gravity [ 12 , 13 , 15 , 16 ]. The presence of body force in stratified multiphase flow with zero velocity

gradient emergences the buoyancy-driven instability called Rayleigh-Taylor Instability (RTI). The RTI occurs when two fluids 

with different density have an opposing trend between pressure and density gradients [15] . It leads to a regime of turbulent

or chaotic mixing of two fluids. The mixing is attained after several stages as follows: (i) initial perturbation wave growth

( Fig. 1 (a)); (ii) the movement of heavier fluid into the lighter fluid in the form of round-topped bubbles due to their differ-

ent densities ( Fig. 1 (b)); (iii) the development of spikes and Helmholtz instability phenomenon ( Fig. 1 (c)); (iv) the forming

of turbulent regime ( Fig. 1 (d)) [17–20] . The presence of turbulent mixing generates vibration effects [ 17 , 21 ], such as res-

onance, which may lead to significant damage to the device [1] . Consequently, the aforementioned phenomena should be 

considered in the design of gravity separator. The flow instability behavior is important to be comprehensively investigated 

from its initial state to the complete equilibrium state (i.e. the complete separation between two fluids). Whereas the depth 

understanding of instability behavior in design consideration of oil-gas devices is indispensable since instability is an unpre- 

dicted phenomenon. However, to the best of authors’ knowledge, there exist only a few researches involving the equilibrium 

state of RTI. 

Several previous works had been analytically carried out by using linear stability theory [15] . However, some employed 

assumptions yielded inaccurate results. Waddell et al. [22] experimentally investigated RTI by varying the density ratio 

using a heptane-water mixture. In the early stages, spikes and bubbles were formed and the instability rate was growing 

exponentially. Meanwhile, the instability rate in the late stages can be considered to increase linearly. In this regard, the 

similar trends were particularly found at low Reynold number in the research of Lewis [23] and Wilkinson et al. [24] . The

experimental results clarified that the analytical solution was only valid for the early stages of RTI. The analytical solution 

started to deviate at the late stages of RTI since the forming of the turbulent mixing regime. The flow behavior in the

turbulent mixing depended on the fluid properties, i.e.: viscosity and density ratio, numerically represented by Reynolds and 

Atwood numbers, respectively. Both properties were also found to affect the instability rate [ 22 , 24–26 ]. Thus, RTI behavior

needs to be carefully investigated by means of varying the value of Reynolds and Atwood numbers. However, this would be

quite cumbersome to do in experiments. 

The investigation of material properties and behavior including instability phenomenon can be efficiently performed 

through the use of numerical analysis [ 1 , 27 ]. In RTI, numerical analysis is often performed by either conventional mesh

or mesh-less methods [ 16 , 17 , 28 , 48 , 49 ]. Numerous numerical methods had been able to successfully simulate the initial

stages of RTI, for instance, the phase-field method [21] , finite element approach [29] , radial basis function [30] and vortex

in cell [31] . Nevertheless, those studies were still not able to simulate RTI in the equilibrium state, while numerical insta-

bility was still found when solving a complex governing equation. Lee et al. [21] used phase-field method and successfully 

generated the RTI to an equilibrium state. On the other hand, it lacked a clear physical explanation. 

The particle-based method that has been developed into a powerful and efficient method for an immense range of 

fluid cases is Lattice Boltzmann Method (LBM) [32–34] . LBM has advantages in completely linear of convective operator 
2 
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(streaming process) than non-linear Navier-Stokes equations, which makes it less difficult to solve. Furthermore, LBM uti- 

lizes the equation of states, and this yields that Poisson equation is not necessarily to be solved in order to obtain pressure

terms. LBM is able to formulate the simple mechanical rules for declaring the complex boundary condition [34–36] . Sev-

eral LBM methods had been developed to approximate multiphase flow cases. Gunstensen et al. proposed color-gradient 

LBM [37] . In the study, inaccurate results of multiphase flow were obtained. The free-energy LBM was proposed by Swift

et al. [38] by utilizing more complex equation and lack of Galilean invariance which was numerically inefficient. Further, 

both color-gradient and free-energy methods need to be numerically improved [ 34 , 39 ]. The pseudopotential method was

developed by Shan-Chen (SC). The method possessed several advantages in both numerical efficiency and simpler govern- 

ing equation. Yet, thermodynamics consistency, numerical accuracy, and limited Reynolds number become the weakness of 

this method [ 34 , 39–40 ]. He et al. [17] introduced the novel LBM (HCZ) to overcome the limitation of the SC method. The

method utilized an index function to define a fluid interface. Furthermore, HCZ is able to facilitate a higher density ratio

and Reynolds number [41] . Cited from Huang et al. [42] , HCZ model can be improved by modifying the force scheme into

that of Chao et al. [43] . The LBM for RTI cases had been previously employed by Fakhari et al. [44] . The study was able

to simulate RTI at high Reynolds and Atwood numbers. However, the investigation of equilibrium state was not performed. 

The implementation of the forcing scheme is used in this study to analyze the behavior RTI and became the distinguish and

improvisation aspect compared with the related-previous studies. 

The aim of this paper is to conduct the physical phenomena analysis of RTI from early stage to equilibrium state by

using unconventional numerical method of fluid. The analysis employs a novel perspective in comparison with previous 

studies for a model of immiscible liquid-liquid two-phase flow in accordance with practical case. Assessments of the impact 

of viscosity and density ratio to the fluid instability is performed whereby viscosity is represented as Reynolds while that 

of density ratio is related to Atwood numbers. In this paper, RTI simulation is carried out until the RTI late-stage or after

the emerged of secondary instability using modified-LBM. The RTI in the turbulent mixing regime consists of several fluid 

phenomena such as bubble and spike coalescence, emerging of secondary instability and liquid break-up. This paper also 

aims to enrich the study of late-stage instability behavior in liquid-liquid two-phase numerical model, which is, to the 

best of authors’ knowledge, not easily found in the current literature. In order to examine the plausibility of the proposed

approach, the results of present analysis are compared to those of other conventional mesh method as well as mess-less 

method. 

2. Methods 

The observation domain of LBM is a mesoscopic scale that considers a set of particles as a unit without considering the

behavior of each particle [32] . In order to determine the property of the set of particles, a distribution function is introduced.

The function is defined as a statistical description of a system that characterizes the properties of particles. By applying the

law of similarity, dimensionless parameters can be used to link between the properties in mesoscopic and macroscopic 

domains [ 32 , 33 ]. 

In the present analysis, a discrete distribution function is employed for simulating liquid-liquid flow. The simulation 

adopts the HCZ model, which is linked to the authors’ previous work of Kumara et al. [48] . It has a limitation that the

density ratio between both fluids should be more than 0.1 [42] . In the case of the investigation of two phases with high-

density ratio, such as liquid-gas flow, extension analyses employing LBM can be found in the researches of Fakhari et al.

[44] and Geier et al. [50] . It is also worthwhile to consider several numerical analyses in the framework of finite element

method in Refs. [ 51 , 52 ]. 

In this proposed method, the analysis of liquid-liquid two phase flow utilizes two distribution functions namely index 

distribution function and pressure distribution function as expressed in Eqs. (1) and 2 , respectively. The index distribution 

function performs as a tracking interface, while pressure distribution function is beneficial to analyze the physical properties. 

Two source terms (i.e. Sf i ( x ,t ) and Sg i ( x ,t )) are included in the distribution functions. Both terms are defined in Eqs. (3) and 4 .

In those equations, the term �i ( u ) is described as 
f i 

eq 

φ
, whereby ϕ denotes index function ( Eq. (5) ). The index functions have

to be explicitly defined to distinguish between the value of each fluid phase. The value of ϕh and ϕl can be theoretically

obtained by Maxwell construction. The value of ϕh and ϕl are shown as follows: 

φ = { 
f luid 1 , φh 

inter facial region, φh < φ < φl 

f luid 2 , φl 

The function of ψ( ϕ), included in Eq. (3) , is necessary in two-phase flow simulations to imitate the physical intermolec-

ular interaction in terms of particle collisions. In fluids problem, the particle collisions are influenced by surface tension F s 
and effective force ψ( ρ). 

f i ( x + e i δt , t + δt ) − f i ( x , t ) = −
(

f i ( x , t ) − f i 
eq 

( x , t ) 
)

τ f 

+ S f i ( x , t ) δt (1) 

g i ( x + e i δt , t + δt ) − g i ( x , t ) = − ( g i ( x , t ) − g i 
eq ( x , t ) ) 

τg 
+ S g i ( x , t ) δt (2) 
3 
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S f ( x , t ) = −�i ( u ) 
2 τ f − 1 

2 τ f 

( e i − u ) . ∇ψ ( φ) 

RT 
(3) 

S g ( x , t ) = −2 τg − 1 

2 τg 
( e i − u ) . [ �i ( u ) . ( F s + G ) − ( �i ( u ) − �i ( 0 ) ) ∇ψ ( ρ) ] (4) 

φ = 

∑ 

f i (5) 

ρ( φ) = 1 + 

φ − φl 

φh − φl 

(
ρ1 

ρ2 

− 1 

)
(6) 

v ( φ) = 1 + 

φ − φl 

φh − φl 

(v 1 
v 2 

− 1 

)
(7) 

p = 

∑ 

g i −
u 

2 

. ∇ψ ( ρ) δt (8) 

u = 

(∑ 

e i g i + 

RT 
2 ( F s + G ) δt 

)
ρRT 

(9) 

In Eq. (4) , the multiplication of a considerably small term ( �i ( u ) − �i (0)) and effective force ∇ψ( ρ) is done in order

to reduce numerical error [43] . It is noted that �i ( u ) − �i (0) is comparable to the Mach number in weakly incompressible

limit. The density and kinematic viscosity are expressed in Eqs. (6) and 7 , as a function of ϕ. In both equations, the densities

ρ1 and ρ2 are those of fluids with higher and lower density value, respectively. The pressure distribution function ( g i ) is then

utilized to calculate pressure and macroscopic velocity as defined in Eqs. (8) and 9 . 

The distribution functions in equilibrium condition are shown in Eqs. (10) and 11 . Here, the functions are obtained by

setting the relaxation time τ f and τ g to be equal. The relaxation time τ is linked to the kinematic viscosity which is defined

as υ = 

c 2 

3 ( τ − 1 
2 ) δt . It is noteworthy that, in Eq. (10) , c = 

√ 

RT . The terms of R, T and w i are the gas constant, temperature,

and weighting factors, respectively. 

f eq 
i ( x , t ) = w i φ

[
1 + 

3 e i . u 

c 2 
+ 

9 ( e i . u ) 
2 

2 c 4 
− 3 u 

2 

2 c 2 

]
(10) 

g eq 
i ( x , t ) = w i 

[
p + ρRT 

(
3 e i . u 

RT c 2 
+ 

9 ( e i . u ) 
2 

2 RT c 4 
− 3 u 

2 

2 RT c 2 

)]
(11) 

F = F s + G = κρ∇ ∇ 

2 φ + g.ρ (12) 

In this study, the external and body forces are considered through the use of gravity force ( G ) and surface tension ( F s ).

The sum of total forces is given in Eq. (12) . The term κ relates the magnitude of surface tension. Numerical model is ob-

served in two-dimensional space with nine directions of motion (D2Q9). The weighting factor of the configuration is ex- 

pressed as: 

w i = 

{ 

( 4 / 9 ) , i = 0 

( 1 / 9 ) , i = 1 , 2 , 3 , 4 

( 1 / 36 ) , i = 5 , 6 , 7 , 8 

} 

The corresponding discrete velocities ( e i ) for each direction can be defined as follows: 

e i = 

⎧ ⎨ 

⎩ 

( 0 , 0 ) , i = 1 

( sin αi , cos αi ) , i = 2 , 4 , 6 , 8 ; αi = 

(
π − π i 

4 

)
√ 

2 ( sin αi , cos αi ) , i = 3 , 5 , 7 , 9 

⎫ ⎬ 

⎭ 

The numerical model utilized in this numerical works is shown in Fig. 2 . In this figure, v x and v y denote the velocity

components, L and H respectively indicate the domain length and height, g is the gravitational force, while f a , f b , g a and g b 
are the distribution functions. 

A perturbation wave is subjected to the interface between two fluids. The wave is expressed in Eq. (13) , whereby A is the

wave amplitude and n denotes the wavelength. A small initial perturbation wave (y) is also given by Eq. (13) as an initial

condition where x and n is the length and number of wave, respectively. In the model, bounce-back boundary conditions are

applied at the top and bottom walls. The right and left sides of the model are under periodic boundary conditions ( Eq. (14) )
4 
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Fig. 2. Numerical model of RTI simulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

illustrated in Fig. 2 . Furthermore, gravity force is applied in the fluid interface as well. 

y = 

H 

2 

+ 0 . 1 An cos 

(
2 πx 

n 

)
(13) 

f a = f b ; g a = g b (14) 

The simulation results are presented in dimensionless quantities. The utilized dimensionless parameters are timestep ( ts ), 

Reynolds number ( Re ), and Atwood number ( A t ). The Reynolds number is the ratio between inertia and viscous forces. It is

expressed by Re = 

L 
√ 

L g 
ν . Meanwhile, the Atwood number which related to the density ratio between both fluids can be

defined as A t = 

ρ1 −ρ2 
ρ1 + ρ2 

. The time domain is characterized using timesteps ( ts ) expressed as T = 

√ 

L 
g . 

3. Results and discussion 

In the present study, the observation domain is shown in Fig. 3 . In this figure, schematic representation of spike and

bubble with respect to the position is given. The analysis will evaluate the height of the bubble ( h b ) and spike ( h b ) amplitude

at certain timesteps. 

A grid independence test was firstly conducted. The test was carried out by varying the number of lattices while keeping

the physical parameters at constant values. This test aims to provide the value of independence lattices where the calcu- 

lations start to obtain convergent results. The test utilizes two cases with different Reynolds number (i.e. Re = 256 and

Re = 1024). Meanwhile, the total number of lattices are varied as follows: 25,60 0; 40,0 0 0; 65,536; 90,0 0 0; and 122,50 0. The

simulations were carried out by using geometry with aspect ratio of 1:4 for L and H values. The results are given in Fig. 4 ,

whereby only a small change of the spike amplitude exists in the results of both Re = 256 and Re = 1024 for lattice number

of 65,536 and above. Meanwhile, the numerical time tends to increase exponentially as the increase of lattices number as 

clearly shown in Fig. 5 . The aforementioned facts conclude that the number of lattices of 65,536 can be regarded as the

optimum value in this analysis, and will be used for the rest calculation. 

In this paper, the validations are performed by comparing the results obtained from the current analysis with those of 

other numerical methods [ 21 , 31 , 44–46 ] as well as available experiment data [ 22 , 24 ] from open literature. The spikes

and bubble positions are considered as quantitative parameters. Numerical validations were conducted by simulating the 

RTI model under the flow condition of Re = 30 0 0 and A t = 0.5. Both LBM-based and non-LBM methods are utilized as

comparing methods. In this study, the non-LBM methods used for comparison purpose are Vortex in cell method [31] and

finite difference-phase field meshless method [20] . The validation results are shown in Fig. 6 . 

In the case of validation with the experimental study [22] , a numerical model with physical parameters of A t = 0.156

and Re = 60 0 0 is employed. Besides, the experimental study conducted by Wilkinson covers the early stages of RTI with

A t = 0.15 [24] . The numerical and experimental results are quantitatively and qualitatively compared. Here, the magnitude 

of bubble amplitude is quantitatively studied in terms of spike and bubble position. Fig. 7 a shows the comparison of bubble

and spike position between numerical and experimental results. From this figure, at T of about 0.2 s, the deviation between

both results tends to increase. This phenomenon occurs due to the fluids turbulence mixing condition. However, within 
5 



B. Jalaali, M.R.E. Nasution, K.A. Yuana et al. Applied Mathematics and Computation 411 (2021) 126490 

Fig. 3. Schematic definition of bubble ( h b ) and spike ( h s ) amplitude. 

Fig. 4. The value of spike amplitude for varied number of lattice at particular Reynolds number. 

Fig. 5. The duration of simulation at certain number of lattice. 
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Fig. 6. Simulation results for bubble and spike position of current model compared with others numerical study. 

Fig. 7. a) The spike and bubble position of simulation and experimental of Ref. [22] result comparison. b) The amplitude of bubble comparison in early 

stages RTI. 

 

 

 

 

 

the early stage ( T = 0 to 0.2), both simulation and experimental values are in good agreements. Fig. 7 b shows the bubble

amplitude of present study compared with those of Refs. [22] and [24] . Good agreements are also observed during the early

stage of RTI. Furthermore, the qualitative comparison results are shown in Fig. 8 . In this figure, the visual representation

of early stage RTI is successfully simulated. This fact can be exhibited by a similar pattern of spikes and bubbles between

simulation and experimental results for several certain time. 

For sake of accuracy assessment of the simulation, mean absolute percentage error ( MAPE ) is calculated by the following

equation: 

MAP E = 

1 

n 

n ∑ 

i =1 

∣∣∣∣X s,i − X c,i 

X c,i 

∣∣∣∣x 100% (14a) 
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Fig. 8. Comparison of numerical (below) and experimental (above) result of Waddell et al. [22] at certain time. 

Table 1 

MAPE value of numerical and experiment benchmarking. 

MAPE of position comparison with present result 

Bubble Spike Total MAPE value 

Numerical Studies 

Tryggvason [31] 7.17% 8.66% 7.85% 

Lee et al. [20] 8.10% 5.28% 6.49% 

Fakhari et al. [44] 4.12% 8.21% 5.72% 

Zu et al. [45] 5.39% 9.43% 7.34% 

Ren et al. [46] 3.72% 8.93% 6.32% 

Experimental Study 

Waddel et al. [22] 12.72% 25.62% 19.03% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Eq. (14) , X s,i is the result of present analysis while X c,i denotes the result of comparative study. The calculated MAPE

values are shown in Table 1 . The results reveal that the obtained MAPE value for bubble position between simulation and

experiment is 12.72% while those between the present simulation and other numerical analyses are less than 10%. In terms 

of spike position, MAPE value between simulation and experiment is 25.62% which is still considered as a reasonable ac- 

curate. Meanwhile, MAPE value for spike position is not more than 10% as compared to other numerical studies. This fact

yields that the current LBM analysis is able to accurately simulate the liquid-liquid two-phase of RTI problem. 

In order to investigate the effects of viscosity and density ratio on RTI behavior, parametric studies varying several sets 

of Reynolds and Atwood numbers are performed. In the parametric study of Re , three different Reynolds numbers were 

varied (i.e. Re = 256; 512; 1024) under a constant A t = 0.5. Meanwhile, variations of Atwood numbers of 0.1, 0.3, and 0.5

are also utilized in the parametric study of A t under a constant of Re = 1024. Here, the instability rate will be investigated

by considering the spike and bubble position. In terms of separator design, instability rate is closely related to the surge and

residence time in fluid separation process. The RTI stages are shown in Fig. 9 . 

The results of parametric study of the effect of Re are shown in Figs. 10 and 11 for the bubble and spike positions, respec-

tively. In general, spikes and bubble positions tend to be quickly shifted for Re = 1024 than Re = 512 and 256. The lower Re

means the higher viscous force, consequently, the bubble and spike traveled-distance will be slightly delayed compared to 

a higher Re due to the ability to hold the gravitational force up. In the figures, the discrepancies of both spikes and bubble

positions between the results of Re = 1024 and 512 with respect to Re = 256 are given. At T < 1, the spikes and the bubbles

are shifted constantly experiencing the linear growth instability. Meanwhile, the fluid roll-up emerges as a result of shear 

force as shown in T = 3 for Re = 1024. Although the spike position is slightly the same, the fluids roll-up for Re = 1024

is firstly formed than others. The higher Re leads the fluid to become less viscous, hence the fluids frictional force de-

creases. The rolling-up fluid exhibits the secondary instability of Kelvin-Helmholtz instability (KHI). The spike displacement 

is slightly delayed during the rolling up process. This phenomenon occurs due to the interaction between gravitational and 

viscous forces on the fluid interface. Furthermore, the emergence of KHI causes spike to be accelerated at T = 4. Meanwhile,

for smaller Re , the instability rate was low and the effect of KHI was suppressed due to the less deformable behavior of

fluid. A deeper investigation of spike position results in a tendency of spike to fall slightly faster in higher Re . At Re = 1024,

the stages of instability are clearly observed (i.e. fluid roll-up) in comparison to the cases with lower Re and this trend is in

line with Ref. [28] . 

From the above analysis, by neglecting the effect of the density ratio, viscosity (i.e. in terms of Re ) was found to slightly

influence the instability rate. However, viscosity has a significant influence in the fluid roll-up process. The vortices that 
8 
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Fig. 9. RTI phase to equilibrium state. 

Fig. 10. Bubble position and value of discrepancy w.r.t Re = 256. 

Fig. 11. Spike position and value of discrepancy w.r.t Re = 256. 

 

 

 

 

 

occurred during the instability stages are clearly captured in the case with higher Re . The outcomes are in good agreement

with the previous analytical study of [ 15 , 46 ]. This aforementioned phenomena lead fluids to be more deformable (less

viscous) and increase the duration of turbulent mixing and surface oscillation phase as shown in Figs. 12 . This asserts that

increasing Re will delay the equilibrium state, albeit it increases the instability rate. 

Investigation of the effects of density ratio is performed by varying Atwood number. The results are shown in Figs. 13

and 14 for bubble and spikes, respectively. The density ratio corresponds to the effect of buoyancy force, which affects the
9 
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Fig. 12. The duration of RTI equilibrium state process for Re variation w.r.t. A t = 0.5. 

Fig. 13. Bubble position and value of discrepancy w.r.t. A t = 0.1. 

Fig. 14. Spike position and value of discrepancy w.r.t. A t = 0.1. 

 

 

 

 

 

 

 

lighter fluid to arise through the heavier fluid. The spike and bubble positions in the higher A t have a tendency to shift

faster than lower A t , therefore they are attaining to turbulent mixing phase quickly. 

When T is less than 1, the bubble position of A t = 0.5 is delayed due to the interaction between gravitational and viscous

force at the interface. When T is more than 2, the gravitational force is dominating the viscous force, and this causes the

bubble to linearly increase. The bubble positions in both A t = 0.5 and 0.3 show relatively the same trend. On the other hand,

at A t = 0.1, the bubble position is lower because the density difference is small. Both fluids at low A t are hard to be separated

so that affects to the bubble and position displacement. The formation of fluid roll-up occurs at T = 1 for A t = 0.5 and

accelerates the spike position. Consequently, the spike position of A t = 0.5 has a quicker decrease than that of A t = 0.1 and
10 
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Fig. 15. The duration of RTI equilibrium state process for A t variation w.r.t Re = 1024. 

Fig. 16. Plot of spike and bubble velocity and the region of early stages instability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0.3. Meanwhile, for A t = 0.1, spike falls slower and smoother as the fluid roll-up is holding up, hence the spike acceleration is

delayed. It may be concluded that due to the lower buoyancy force, A t = 0.1, it will gradually rise than in the case with higher

At. The buoyancy force causes a lighter fluid to move upwards faster than the heavier one. This may relates to the surge

and residence time in separator design considerations. As shown in Fig. 15 , the equilibrium state for higher A t is quickly

attained than that of lower A t . The higher density ratio means that the fluids are rapidly entering the turbulent mixing and

equilibrium state, and consequently yields a lower surge and residence time. Contrarily, fluids with similar densities are 

difficult to be separated and will have higher surge and residence time. In terms of separator design, such fluid behavior

should be considered in the design of separator length. The aforementioned facts show that the instability rate was strongly 

influenced by the density ratio. This agrees with some findings in existing analytical studies [ 14 , 15 ] as well as experimental

work in Ref. [26] . 

In comparison to the effect of Re , the discrepancy of both bubbles and spike positions with respect to the results obtained

by the lowest value of A t (0.1) tend to be more fluctuated. From Figs. 13 and 14 , it is found that the increase of A t of three

times (i.e. from 0.1 to 0.3) results in the maximum value of discrepancy of about 180% and 210% for bubble and spike

positions, respectively. Meanwhile, in Figs. 9 and 10 , the discrepancies obtained due to the increase of Re from 256 to 1024

(four times) are less than 15%. These facts indicate that A t has more dominant effects on the traveled-distance of spike and

bubbles and instability rate, as compared to Re . This also agrees with the findings in other available literatures in Refs. [ 17 ,

20 , 46 ]. It can be concluded that density ratio has a more dominant role, as compared to the viscosity, in the instability

rate. 

In this study, RTI simulation was performed in a complete manner. The simulation covers the early stages of instability,

turbulent mixing phase, as well as the equilibrium state as the last stage. Investigation of the early stages is divided into

four region, as can be seen in Fig. 16 . The first region exhibits that the gravitational force start to penetrate against the fluids

viscous force. The gravitational force will force the denser fluid to penetrate into the lighter fluid. This causes both bubbles

and spike to accelerate fast as the buoyancy force of the lighter fluid tends to against the gravitational force. In the second

region, bubble velocity is relatively constant as compared to that of spike, which still accelerates downwards. On the center 

of geometry, the velocity of higher fluid will move downward due to the gravitational force. Because of existence of velocity

difference, like the Bernoulli principle, the higher-pressure fluid will penetrate into the lower-pressure fluid to form a roll- 

up mushroom-shaped. The early roll-up of spike is formed at T = 2. This roll-up formation delays the bubble and spike
11 
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Fig. 17. Velocity field at the emerging of secondary fluid roll up. 

 

 

 

 

 

 

 

 

 

 

movements. The formation of fluid roll up in spike is found in third region. The spike roll-up mechanism is initially formed

as a result of fluids shear force interaction. The form of spikes vortex exhibits secondary instability of Kelvin-Helmholtz 

instability (KHI) emerged. The KHI causes fluids to roll-up, and forms other vortexes, which initiates fluid mixing phase. 

The second fluid roll-up appears at T = 3.2 and the velocity field is shown in Fig. 17 . The formation of the second vortex

yields the spike to re-accelerate, and then increases the bubble velocity. The re-acceleration of the spike pushes heavy fluid 

downward and gives additional force to the buoyancy force. Meanwhile, fluid roll-up formation pulls fluid within the fluid 

vortex, hence the bubble velocity is delayed. As the fluid roll-up mechanism is completed, bubble velocity will increase as 

shown at T > 3.2. The fourth region involves spike instability which is shown T > 3.2. The spike instability region is right

before the fluid mixing stage. Both spikes and bubbles will be re-accelerated within the spike instability region. In this study,

the bubble position will exponentially rise to obey the linear stability theory as reported in Ref. [2] . Sharp [15] identified

that, when the fluid roll-up occurred as an exhibition of KHI, fluid vortex leads the fluid to be separated in the form of

a bubble which stated as liquid breakup phenomenon. In this study, the liquid break-up can be successfully simulated as 

shown in Fig. 18 . 

The results are shown in Figs. 19 and 20 for early and late-stage instability, respectively. As mentioned above, in the

early stage, the fluid roll-up as a result of KHI is formed, and the bubble rises. When the spike reaches the bottom, the

turbulent mixing occurs as shown in Fig. 20 (a) at T > 8. The denser fluid will directly move downward as the lighter fluid

arises. The remaining lighter fluid is trapped inside the heavier fluid region and the bubble will be formed due to the
12 
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Fig. 18. Appearance of liquid break-up during KHI formation. 

Fig. 19. Early stage of RTI simuation. 

Fig. 20. Late stage of RTI simulation result. 
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Fig. 21. The formation of bubble amalgamation. 

Fig. 22. Bubble rising at certain time. 

 

 

 

 

 

 

 

 

 

emergence of surface tension force. The buoyancy force induces bubble rising as shown in Fig. 20 (b). The interface of fluids

experiences oscillation after the turbulent mixing condition completed, when the fluids have fully exchanged between each 

other ( Fig. 20 (c)). Furthermore, the gravitational force is not strong enough to make the lighter fluid to go through the

dense fluid. The fluid interface oscillation will gradually decrease as time goes by. As shown in Fig. 20 (d), the fluid reaches

the equilibrium state, whereby the lighter fluid is situated above the heavier fluid. 

The investigation of bubble amalgamation and bubble rise is reported in Fig. 21 . At Fig. 21 (a), two bubbles are formed and

merged at T = 16.8 ( Fig. 21 (b)). Due to the similar value of both fluids surface tension, the bubble will merge between each

other. Several small bubbles are then merged into a bigger bubble as a result of buoyancy force. This phenomenon was also

reported by Ref. [47] . This result proves that the current LBM model is able to accurately simulate the bubble coalescence

phenomenon. In Figs. 22 (a) and (b), the bubble rise is observed at T = 17.2 - 18.1 right after the bubble coalescence. The

subsequent bubble rise appears at T = 20.3 as shown in Fig. 22 (c). The aforementioned facts indicate that the current LBM

model can precisely simulate the bubble rise phenomenon. 

4. Conclusion 

A numerical study of the phenomena during RTI was conducted through the use of a Lattice-Boltzmann method. The 

method is proposed to analyze the turbulent mixing phenomena in liquid-liquid two-phase flow. The analyses performed 

in the present paper are able to accurately investigate a complete behavior of fluids interaction including conditions when 

instability occurs as well as the phenomena during the equilibrium state. The remarkable results are summarized as follows: 
14 
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Good agreements are obtained when validating the results of current RTI simulation with those of experimental study 

and other numerical analyses. Convergence test is performed to obtain the optimum value of lattices. It is concluded that 

the total MAPE value of each numerical benchmark is less than 10% whereas for experimental comparison is obtained by 

19.03%. 

This study concludes that instability rate, expressed as traveled-distance of spikes and bubbles, is greatly affected by 

A t . The decrease of A t and Re will delay the RTI development stages. For higher A t , lighter fluid is quickly upwards due

to the higher buoyancy force and vice versa. Meanwhile, Re is expressed to fluid’s ability to be deformed. For higher Re ,

physical phenomena such as linear growth, fluid-roll up, fluid break-up, unstable vortices, and secondary instability are 

observed. Furthermore, both Re and A t will affect the duration of the equilibrium state. The higher Re influences fluid to be

more deformable and increase the duration of turbulent mixing and oscillation phase. In addition, the increase of A t will

reduce the turbulent mixing and surface oscillation phase due to the higher buoyancy force. In short, either increasing A t or

reducing Re will accelerate the equilibrium state. 

The analysis performed herein is able to completely simulate the behavior of fluids interaction including the secondary 

instability, i.e. KHI. In this regard, the simulation results can be separated into four regimes whereby KHI is shown in the

third regime. The schematics of physical representation of fluids interaction in each regime were presented. Particularly, for 

KHI regime, the fluid roll-up formation emerges. This formation plays an important role in the reduction of the rate of insta-

bility. The knowledge of liquid-liquid instability is essential in the design consideration and operation safety of separators. In 

this study, we suggest that viscosity and density ratio of fluids are highly influential parameters and have significant effects 

in surge and residence time. 
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